# Теория

## Naive Bayes Classifier

**Байесовский классификатор** — широкий класс алгоритмов классификации, основанный на принципе максимума апостериорной вероятности. Для классифицируемого объекта вычисляются функции правдоподобия каждого из классов, по ним вычисляются апостериорные вероятности классов. Объект относится к тому классу, для которого апостериорная вероятность максимальна.

**Наивный байесовский классификатор** - частный случай байесовского классификатора, основывающийся на том, что все признаки, описывающие объект, независимы друг от друга.

Пусть ![X](data:image/gif;base64,R0lGODdhEAAMAPMAAP///9XV1crKysDAwLW1tWJiYlRUVEZGRjg4OCgoKBgYGAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQAAwAAARDEMhFjVmzUCw7QoNEcF25gECwBGVbJMbItuWAKIZA09veCgYFyaciGA4h4gowOBR8goVugmoNjkkbLgnYWDiLy4UTAQA7AAAAAAAAAAAA) — множество описаний объектов, ![Y](data:image/gif;base64,R0lGODdhEAAMAPMAAP///9XV1crKysDAwLW1tW5ubmJiYlRUVEZGRjg4OCgoKBgYGAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQAAwAAAQ+EDB2zgSYmckwToqHEZ2IGYrhBUxgYkNSCozwegYCDEZxewNEAmGw/TKLg/EoSQyYngt0R5wODonppCJ9RQAAOwAAAAAAAAAAAA==) — множество номеров (или наименований) классов. На множестве пар «объект, класс» ![X \times Y](data:image/gif;base64,R0lGODdhMAAMAPMAAP///9XV1crKysDAwLW1tW5ubmJiYlRUVEZGRjg4OCgoKBgYGAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAwAAwAAASXEMjJ6jlMMlPz/J+FecDWgSiQJINEkGmaKOAbpwwLBExwxwaFYcLz/T7Bw8sYYu5gg4RHwBAcQdHFwYoqSrxIBGBgKFxRpxhPQHVKBogEwsA9SwSHBQwlKPRiDFp1djwEBwgtN3sgOYl2Tz5wQzF9fziLR1R1jSlrbSiSj2OHiVkHjl+WYG8HCY8dFx4MGCNNHzwUs7U3EQA7AAAAAAAAAAAA)определена вероятностная мера ![\mathsf P](data:image/gif;base64,R0lGODdhEAAMAPMAAP///8rKysDAwG5ubmJiYlRUVEZGRjg4OCgoKAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQAAwAAAQxEICUSqF0BMn5OZxAEFsnUZ1gEOaZmGgbSyorg/RYwgiWaK0TLgh7EYtH0yfpssxMEQA7AAAAAAAAAAAA). Имеется конечная обучающая выборка независимых наблюдений ![X^m = \{(x_1,y_1),\ldots,(x_m,y_m)\}](data:image/gif;base64,R0lGODdh4AAZAPQAAP///+Xl5eLi4t3d3dXV1crKysDAwLW1tampqZ6enm5ubmJiYlRUVEZGRjg4OCgoKBgYGAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAADgABkAAAX/ICCOZEkSkWIUUVSwrSnPdG3feK7vfO//vEii0XAZFC5ABFhCMZ/QqHR6ixCeSwajAGAZREso6mpyUnPWM82snqZHY2jkC4izosnyu12L8+F7f09+IncmLRFaYRELiCOGXYt0TISAZIJrgWqVmJR7nCQODnQHYSR5SlxKpU8DEQOHqp00kG2os0+QrrAzEaN1mkqnlk8CEQJNwbjEbaDLPX7GyDMLDwyll8sBEQEltc8lt1Tf4D55290zBg4QW+UA0uGyJymlLdk198M25FLiIigU2FOmQ98IUzwMxaPhCA+ihw9N7AonAwUCBkn6mWCBwJRGirYqRriYEWHCkR5N/+4IM3FGAQYQVOLiJDPNnCAFDJj6J0Mmnp5XbsrJuXNeEIAEURxg0GDSM3I+geFDo8rZIT5RrZqrShDHTqfEDDRY8O5fVmU6843QabQX1kxTgZhiK/cREm+ofIE1B7FvrKsMubBpQZbhCAUKSKTt+TYwMEAqYLxoyFgEYiYp5xlgOokdg72YoBp1wYJBJHwIYxykI1QJIxmGVKsOV3PRotGTTbO4JISIESRcdqZmDToHpLwtFIHBiDFqM03fUEQ4gCQYwgWmAREGLE8EdjC1e4b5HinZ9OrZsrjzAmYEeaTb5XKN+05GS2YrFcvsyJ3ZYiaLacUQHXbMtZ9zNvhxX7x9NSx0SltVgETPVCrVgiAaB0FYAySxOaVSJQGt0MJksxViioMM0oCOHvQZ9shtp1WG30c6QCLgX2CoMl0YsXGxWzhDFJETcMLgt2KKDR4jUosyKkGGdAQhVElXBWVz4z7tIUXGG1BSCIAWPgplSiUoIinRKzOw4VVdBzFJhZrlCFVgmyUsaGYybhbE5p1PpQRGcVry2YuGKzFSop6CLpOXjqy4dCGSV/5B2KGJNpalVGlSySeclXaKZCAhAAA7AAAAAAAAAAAA), полученных согласно вероятностной мере ![\mathsf P](data:image/gif;base64,R0lGODdhEAAMAPMAAP///8rKysDAwG5ubmJiYlRUVEZGRjg4OCgoKAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQAAwAAAQxEICUSqF0BMn5OZxAEFsnUZ1gEOaZmGgbSyorg/RYwgiWaK0TLgh7EYtH0yfpssxMEQA7AAAAAAAAAAAA).

**Задача классификации** заключается в том, чтобы построить алгоритм ![a:\; X\to Y](data:image/gif;base64,R0lGODdhUAAMAPMAAP///9XV1crKysDAwLW1tZKSkm5ubmJiYlRUVEZGRjg4OCgoKBgYGAAAAAAAAAAAACH5BAEAAAAALAAAAABQAAwAAATBEMhJq60tI9RkO1l3jSSgcaIJZmVLKsogEalrT8pS0XdPNTFAoBHw9Q6Lw2RYNB4XCFrTaSoNFCJBQ3AZZniemuvKQHCpHhnpkAAMDoZRQ/aOh40h9MRwOF8GCQoJfRdaElpqVAIIDGJUCmYkDWV+GGdMaEMECAmJFyGgoQ0LC44TQJ4YEwOmNpiASnoAkJUYrR57B2A9Wn6oeny1FLAlc24NBVt3LQOcamQIqT3GI80KLV5zLMtyJyINHChUt96tEQA7AAAAAAAAAAAA), способный классифицировать произвольный объект ![x \in X](data:image/gif;base64,R0lGODdhMAANAPMAAP///9XV1crKysDAwLW1tampqW5ubmJiYlRUVEZGRjg4OCgoKBgYGAAAAAAAAAAAACH5BAEAAAAALAAAAAAwAA0AAASGEMhJq721aYSabIfmYWRZKsogEaNpBqJmNikAB+7bCLl0LAgWjgQzsDTDya0nGSgYCB6xUejwBK2PlAkQzXANFSbbEyAYZMwSE4rJpgREQlxaX9L1Bm6QOOR2NmmAOVhbNHQZAlgIAFhJSnouA3J0TwiIkA0EBkhqg3cbHR8dHXhcMDFcFxEAOwAAAAAAAAAAAA==).

В байесовской теории классификации эта задача разделяется на две.

* Построение оптимального классификатора при известных плотностях классов. Эта подзадача имеет простое и окончательное решение.
* Восстановление плотностей классов по обучающей выборке. В этой подзадаче сосредоточена основная сложность байесовского подхода к классификации.

### **Построение классификатора при известных плотностях классов**

Пусть для каждого класса ![y \in Y](data:image/gif;base64,R0lGODdhMAAQAPMAAP///9XV1crKysDAwLW1tampqW5ubmJiYlRUVEZGRjg4OCgoKBgYGAAAAAAAAAAAACH5BAEAAAAALAAAAAAwABAAAASNEMhJq72yNYT0bIfWYGRJKktFjGYrBaJnHcsxwYHbwoI5KCxBo2fS5D4VnOuQAAwOhpawwAIIK0PdIKFIHIil4aCapVRdDQYC3CorKaGY7NJQDHSZyZgNOLf9bRMGUVh8JFs2eH13ixZvJQMICoovIomOZRgaHHOKVCQwMZQuj6OmfQKpDUenp6GrraYRADsAAAAAAAAAAAA=) известна *априорная вероятность* ![P_y](data:image/gif;base64,R0lGODdhGAAQAPMAAP///9XV1crKysDAwLW1tampqW5ubmJiYlRUVEZGRjg4OCgoKAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAYABAAAARgEEjGEKLUCMm7lwoycMnxndKRjByFnm4XvzLjlXQ3KAonMJoc57BIYBgbToASkCxlvReDQLABkDWaDbtsSga4nHWABQwQUbHEYJhULlbphCX0YEx1VCGen/+8fW4MgAARADsAAAAAAAAAAAA=) того, что появится объект класса ![y](data:image/gif;base64,R0lGODdhEAAMAPIAAP///9XV1crKysDAwKmpqW5ubmJiYgAAACH5BAEAAAAALAAAAAAQAAwAAAMtCAp3sQwucciZVzIx8tbLISiBAypeN55eUZzoEMNA2Rg0ZOWkyY6UB8zm0yQAADsAAAAAAAAAAAA=), и плотности распределения ![p_y(x)](data:image/gif;base64,R0lGODdhKAAWAPMAAP///9XV1crKysDAwLW1tampqZKSkm5ubmJiYlRUVAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAoABYAAASwEMhJq6VBXaDC/mDmXSJoYl2YnqYinILGfqVZz1Y8u5KiDL5V6zXJHAjBkS5m+AGALJkkU0jwdD0OAXGYSEHflNMiHXOilhtFVsO20sK1BEjknb7eV0YOOCAGT1IZK3s9dQIxCQAxI4saMQVJXgRIhhNYgwQHPo0cenhengA3ahslbhcydGtEIEsKBWASB10onXAeCgg+HzJmRXG2OEEIpqA9tyyROMxrA4zN0ZLRFREAOwAAAAAAAAAAAA==)каждого из классов, называемые также *функциями правдоподобия* классов. Требуется построить алгоритм классификации ![a(x)](data:image/gif;base64,R0lGODdhIAATAPMAAP///9XV1crKysDAwLW1tampqZKSkm5ubmJiYlRUVAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAgABMAAASCEMhJa1B1qpB7vlwHeuRYbmSnCKkkYO1kpnP7xtJqKTwBAzqZ4uDjhW4UxQAwQBw0lEshoUMCKcjXMpfkKFVJFmD2E4Yq5d8g/UFl2JIDwsd9sy7J5HJtCPoFLwkAL2dWYzxKPBNIFwoEB0ZhOIdnJ5UtQSmGMTVtl5xunpM7HqESEQA7AAAAAAAAAAAA), доставляющий минимальное значение функционалу *среднего риска*.

*Средний риск* опредеяется как математическое ожидание ошибки:

![R(a) = \sum_{y\in Y} \sum_{s\in Y} \lambda_{y} P_y \mathsf{P}_{(x,y)}\bigl\{a(x)=s|y\bigr\},](data:image/gif;base64,R0lGODdhMAEoAPQAAP///+Li4t3d3dXV1crKysDAwLW1tampqZKSkm5ubmJiYlRUVEZGRjg4OCgoKBgYGAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAwASgAAAX/ICCOZGmeaKpC7MK+cOxCCqGa7xzv0FzfwKBwSCwaj8ikcplUPCCNYEEBdSiITqiU2rAyv2DwgBUuE1kDs7pEWDwahWFhsSC233HhvL7u+0djNn+DIwQQaWFjOIhMbQ4LgkGGkZILj5Q3k4SbYBCYKoonh38QkqVioyVjjEsFDQ+QQ6Fyr7FCsyVonLugqUCrKMB9pzfCKz06EAmRxqq+S04PV3/R00wFxGfIMMtALcndgwIQAkHNJudh2Snj5UENC3kADNaeKoZgd3B/+vJL9kfgyaMnpEEUEVN+/AkAIUAQgPfWqQvC0CEQBQz8kQGQjkTHI45s9Qn5CaTEIBg1/54Ula0AwT/tfj0LNrNTkJje1r3EdwPitVolw7iCFZTIx2O5VuJYt9HP0UJKcxVVEhVQTVFRBhAwFA7iGBYGiPEEU21QWSY+hTQV8TInCZfTcBm5Opbji7AjfI5JEFYXgLpIvqYi5lcE4akIGTB4oeAAiWwQ4kxJ8DgpjxeZ3Ozz048JXiKuDv5Vhjiv6IQ2nspkNZpVZACT83qEcMCFjbFML2N2dvvUKUMHxBILdAPj3zRtAQgXYUijGZL8LIk8Msaa3VRyFThY/ILSV0S4IDjgJiitycevoTJPr/xxGvaVqRrAYZgAtryUsEVdyx+/iGZVHeHKeIMMGGAKY4QVCf8EBnyWlhYpMOggJRCyceBDlBjCCEDGSNTRhQi+sOFjghhDHFJ5QSYbQkytQUdpTLwY2Ci4KZfaTGvRZw+AJ5mHBGA1shjfbKwZ9oVWgw2JzYKIwUVCAyoaKUICCnzWHnq6HajJIFsaIQyALOaXHAqnLImeKElRkeN14BHmDCLEUOmgKDcOaViWUd13pZQAJEDZf1eNMIdoyjkQhW/lSQYBAgAB1oiPz0G6Gonx+fnWAoRGOOWfIxiEpnq+4dAgoiuOgNNr2DBa3qqG1KGhekk0mmReebB3am50bESAAjOsBygL+vkXxq6ccqZAsUXMFJ5h8nyzZi7Mpphri3m9p+n/jr6sU9GvkTXF01cGJFCYjUoIlu1sLFi3LQC8zlgkkcMqoJCx867BWKzpDtFjT2GWKgJOvbz7pr0nBEcCTnoeIeloZVAJ4xIOb2KwEhM/9KmmfRa7jmr1AeGoTQNbNaK7NAls0sN2nSwLiLS+qnABLmNYX6sV96ecPI4uLHLAw3Qcs69AkxzykYGe0OXKJptwtFrjJtt0JqeAKy4j7aZIA6W8mRMox7Fyy1rMRd8iUdhFLK3CHkaYnQLavKDVpEQVf3yd1mQmjVZPZLddCQN6KNCFdXv3/bfeSzyFG8zY5U344oyz4cYbeLLwChT+ePw4lJFPvlnjXu63YWGKcy666949RH5ZssmYvtvorLfu+uuwxy777LSbkS5harJ8DBV55V7778AHfx0MOMhj5coxFD/C8cI37/zoJ0YoiNq9ICYrys9nr30ZHPNkqVF5e4/s9uSX33niWHtTgJknCCaVWuvrbP789Oc1asf+ZjJ1hHFQK8n+9QugAKGFLVbkLnlKg4/yTHBA4iWwcgOMYP3K5BMQPUUwrkGaBDcYwFN8T1geu9Dx5Bc0DpqQfL6pHMew4RgyTe8ZK6TNCWe4vXuhY2G3W4m5ihQ9lqiJhkB8XsWcgUAzmOtZQUxi8CLzMyU68YlUeRoUpzi7EAAAOwAAAAAAAAAAAA==)

где ![\lambda_{y}](data:image/gif;base64,R0lGODdhGAARAPMAAP///9XV1crKysDAwLW1tampqW5ubmJiYgAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAYABEAAARREEiAUJg4azzQ/h8igOQkeCUZWCkptiCBwtl6YCsLrN8qjxIEQRYE1liniee1uhydTQyqY5RElVWUwaDRTXjK4IAmrdzImcKMjBicnOiKdxIBADsAAAAAAAAAAAA=) — *цена ошибки* или штраф за отнесение объекта класса ![y](data:image/gif;base64,R0lGODdhEAAMAPIAAP///9XV1crKysDAwKmpqW5ubmJiYgAAACH5BAEAAAAALAAAAAAQAAwAAAMtCAp3sQwucciZVzIx8tbLISiBAypeN55eUZzoEMNA2Rg0ZOWkyY6UB8zm0yQAADsAAAAAAAAAAAA=) к какому-либо другому классу.

**Теорема.** Решением этой задачи является алгоритм

![a(x) = \mathrm{arg}\max_{y\in Y} \lambda_{y} P_y p_y(x).](data:image/gif;base64,R0lGODdh0AAdAPMAAP///93d3dXV1crKysDAwLW1tampqZ6enpKSkm5ubmJiYlRUVEZGRjg4OCgoKAAAACH5BAEAAAAALAAAAADQAB0AAAT/EMhJp3h1PpG7/2AojmRpnqh3eVt6cd2bznQtPq2tn3Kclz3Vb0csjggYFG6xwOESA6MPJqSOHtHQICntejVZVGNBmDAUX7BoCxxW0/AiG6VglDVcb/CzB81vYXGCM31XeQA4cH8hWBUXOAVcjRYPCZE4MIspTkOVkVATAwlLTZKWTgNbmBScVjgKSZwsgSSJFGe1D0irgBQXp7yaugAECgkavg8GTVF/h5zQTh9IFU0FoxMJCgQECwwZzMSjUdQZ5awFAJoZkScEDQ2hlbQeWwjD5yB5F8uNzhRzttxBxIrDsAyHajwbqOFOPgkHEQ1MCDHDhQEPHT1AQynHCgoK/xww4BToEYyPiAoYQ3ajoMQOeSYFSViIII1HrypQnLQuJquOOTMMUKCAHqVIYR4UaIeI1oN4H5QyndSQJSOLbipazUczq80ZEZ91QJIqq0+rYTsMLfrmX6M+tlg0BbCnxzqYWK1Y/aptKswoKL9CjAZN509JMC/p1cr4q899WLYs7rEnCVkKBHBdJUaVc5bOUf/SPQuxDJJ7n1NvWaDux90SYQ8gRshoou3SGmRPQJIOQCSGlQMlSXBs9wKom4lX0Gaai0kJKCdFfsBasrzBOHddH610VCejbZzAgrExrjrvTlzBgrgeUXuc5cmXZx/XTeBYE6mX2hyxtYH0GiwVS/8YczxyDS8QfUYRJYvlNUhDAwgQgADWPQhbUJtgCN2CGLz1Q00aNTjLGgumkdBrGbbnnjQm/GeDiwCVaNNlamgho4N8eAUHaCj6UJhOAzEFGwEVKkHkEFsYoI8EyiUj4oZPvjGFhZQQqKMP4NW4RZYsIKiElyuWiB+OZJoQmEtUAgUmCCDGyGRxaSqkYTIsRBknHM+NxgqXrHAD2p0pwAjooLAJmOBPJIhyJaH6HGkno5B2CNgQsBCmVn+Q5rJoppxa1tmNTnIq6qhEDAfnoSP0SOqqrMr1UqghIKFkq7TW2uVGWOpTHqi29sqpoBr96OuwxOpSJLHIJnvro8oSGgEAOwAAAAAAAAAAAA==)

Значение ![P\{y|x\} = P_y p_y(x)](data:image/gif;base64,R0lGODdhkAAXAPMAAP///+Li4t3d3dXV1crKysDAwLW1tampqZKSkm5ubmJiYlRUVEZGRjg4OCgoKAAAACH5BAEAAAAALAAAAACQABcAAAT/EMhJax3v2c1nHl0ojmRpniRGjNpIPCAqzzTGwXT1rGz55sAgBxOzEEWZxSKTSfCOvRROKEkumU5qCDqchhqLwoShkAgeAlJrdE5rJWCxhPy+8UK/kIIhr7YCDwFqJYCCb3t9ABl1Rl4dXBuLFJJtgySVb5Iea4wSeSx3kZwAdABcH5NVFBgJBkwxkEKac2VqDwWvaqGsrqgAnxYFDQ0TL1m/ay8HyS1rGAdLK587okzWTBzCxJ4PxyIvCLcAuJYSz9HIHh0KDgzWdy9FO+RVPGs44o2hQOzuTLu+bFQxoCCBuihVQOTT0eHBNgsZEtUzN2VUrAm4RtFwGOKBAVcT/yf10RipUZFUN0hyO6kII7WWqxxNUKFlFkRFKyBBAdbQZMkNBUpx4LkmgUFVOnJyeqnjmlOgQnuOYzrV3r4bkZSirFBgwcMuJ/MtbEbgxQJkRS7O6PpVqtEKCRSIoWcq4D2rZtEW02jFJgVMFDPUQorBYwJfZtDIeqDEL0NFiZTlGggS597ABg47ooqi0IZlW0V47tRR8AWVGqhxUXua5QnAMzeXgE2aA2gKPB/jCsV5Q+4TUKjFezyCde1bw/ce6CjhbUzXz4O8LCwTpguVtRUhrqLAMdKFsaHXFQ+8983r5LPnYDL49I305bGb2K6+zu36+PMzQl5dv///J0xGRQEEADsAAAAAAAAAAAA=) интерпретируется как апостериорная вероятность того, что объект ![x](data:image/gif;base64,R0lGODdhEAAIAPMAAP///9XV1crKysDAwLW1tampqW5ublRUVAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQAAgAAAQnEEgZkCEoh8lrOYgACAg3IRsymCyFtmy1wWYIVG1IHuMbZwSDxhQBADsAAAAAAAAAAAA=) принадлежит классу ![y](data:image/gif;base64,R0lGODdhEAAMAPIAAP///9XV1crKysDAwKmpqW5ubmJiYgAAACH5BAEAAAAALAAAAAAQAAwAAAMtCAp3sQwucciZVzIx8tbLISiBAypeN55eUZzoEMNA2Rg0ZOWkyQpA38kmlCQAADsAAAAAAAAAAAA=).

Если классы равнозначимы, ![\lambda_{y} P_y = \mathrm{const}(y)](data:image/gif;base64,R0lGODdhiAATAPMAAP///9XV1crKysDAwLW1tampqW5ubmJiYlRUVEZGRjg4OCgoKAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAACIABMAAAT/EMhJq70468271wGjMQHHkF+qrmwLhGUGc4O4nghynobg/kAQajPbMHwsBWIwSRyC0JaNcvQIppkr65BgTk7R8KdWKXLMGLQHTMWK3xYBIlHRfqpGZIrdfMIlITsUgUMADAYEOzEvOzYMCQqChnoSJ4uGE3YaiSoDCgqZh5RGjaV8gHiDVVeLOj5klV5Ybm5XBVOamEJ+qEMhFQcLCY2UgTG/LqlUepoMXrqGslQVtAKwk9MyDIl625zYVKAZ3o6jKm5f1OnrjM7q2dRIaOgTM83YaqcWIlVq5xi02EGTcGXWu4M1KNFjdKyQroQUBjgxIQFiG1ON4l1IdY/dFIO6guhNMWDgoKpLymyQjIhAnBEJK3+EQGJnJgBWX565ezhrACxlsYKG2niJUbadhhjk0LdPqMxGiwgtYnDAUdVKilQNydWLqkYWO3jdOCH2j1l/Em6d/KGW7UKzYoCiusT1zgCcYO86hPunyCqHaDtklWKJr2GG7QDvPcy4cZm3hopKiAAAOwAAAAAAAAAAAA==), то объект ![x](data:image/gif;base64,R0lGODdhEAAIAPMAAP///9XV1crKysDAwLW1tampqW5ublRUVAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQAAgAAAQnEEgZkCEoh8lrOYgACAg3IRsymCyFtmy1wWYIVG1IHuMbZwSDxhQBADsAAAAAAAAAAAA=) просто относится к классу с наибольшим значением плотности распределения в точке ![x](data:image/gif;base64,R0lGODdhEAAIAPMAAP///9XV1crKysDAwLW1tampqW5ublRUVAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQAAgAAAQnEEgZkCEoh8lrOYgACAg3IRsymCyFtmy1wWYIVG1IHuMbZwSDxhQBADsAAAAAAAAAAAA=).

### **Восстановление плотностей классов по обучающей выборке**

По заданной подвыборке объектов класса ![y](data:image/gif;base64,R0lGODdhEAAMAPIAAP///9XV1crKysDAwKmpqW5ubmJiYgAAACH5BAEAAAAALAAAAAAQAAwAAAMtCAp3sQwucciZVzIx8tbLISiBAypeN55eUZzoEMNA2Rg0ZOWkyQpA38kmlCQAADsAAAAAAAAAAAA=) построить эмпирические оценки априорных вероятностей ![P_y](data:image/gif;base64,R0lGODdhGAAQAPMAAP///9XV1crKysDAwLW1tampqW5ubmJiYlRUVEZGRjg4OCgoKAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAYABAAAARgEEjGEKLUCMm7lwoycMnxndKRjByFnm4XvzLjlXQ3KAonMJoc57BIYBgbToASkCxlvReDQLABkDWaDbtsSga4nHWABQwQUbHEYJhULlbphCX0YEx1VCGen/+8fW4MgAARADsAAAAAAAAAAAA=) и функций правдоподобия ![p_y(x)](data:image/gif;base64,R0lGODdhKAAWAPMAAP///9XV1crKysDAwLW1tampqZKSkm5ubmJiYlRUVAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAoABYAAASwEMhJq6VBXaDC/mDmXSJoYl2YnqYinILGfqVZz1Y8u5KiDL5V6zXJHAjBkS5m+AGALJkkU0jwdD0OAXGYSEHflNMiHXOilhtFVsO20sK1BEjknb7eV0YOOCAGT1IZK3s9dQIxCQAxI4saMQVJXgRIhhNYgwQHPo0cenhengA3ahslbhcydGtEIEsKBWASB10onXAeCgg+HzJmRXG2OEEIpqA9tyyROMxrA4zN0ZLRFREAOwAAAAAAAAAAAA==).

В качестве оценки априорных вероятностей берут, как правило, долю объектов данного класса в обучающей выборке.

Восстановление плотностей (функций правдоподобия каждого из классов) является наиболее трудной задачей. Наиболее распространены три подхода: параметрический, непараметрический и разделение смеси вероятностных распределений. Третий подход занимает промежуточное положение между первыми двумя, и в определённом смысле является наиболее общим.

* *Параметрическое* восстановление плотности при дополнительном предположении, что плотности нормальные (гауссовские), приводит к нормальному дискриминантному анализу и линейному дискриминанту Фишера.
* *Непараметрическое* восстановление плотности приводит, в частности, к методу парзеновского окна.
* *Разделение смеси распределений* может быть сделано с помощью EM-алгоритма. Дополнительное предположение, что плотности компонент смеси являются радиальными функциями, приводит к методу радиальных базисных функций. Обычно в качестве компонент смеси берут, опять-таки, гауссовские плотности.

Таким образом, формула байесовского классификатора приводит к большому разнообразию байесовских алгоритмов, отличающихся только способом восстановления плотностей.

## K Nearest Neighbor Classifier

**Метод ближайших соседей** — простейший метрический классификатор, основанный на оценивании [сходства](http://www.machinelearning.ru/wiki/index.php?title=%D0%A1%D1%85%D0%BE%D0%B4%D1%81%D1%82%D0%B2%D0%BE&action=edit) объектов. Классифицируемый объект относится к тому классу, которому принадлежат ближайшие к нему объекты обучающей выборки.

**Метод ближайшего соседа** является, пожалуй, самым простым алгоритмом классификации. Классифицируемый объект ![x](data:image/gif;base64,R0lGODdhEAAIAPMAAP///9XV1crKysDAwLW1tampqW5ublRUVAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQAAgAAAQnEEgZkCEoh8lrOYgACAg3IRsymCyFtmy1wWYIVG1IHuMbZwSDxhQBADsAAAAAAAAAAAA=) относится к тому классу ![y_i](data:image/gif;base64,R0lGODdhEAAQAPMAAP///9XV1crKysDAwLW1tampqW5ubmJiYgAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQABAAAARCECAUgJU3C1TQ3dmFCINnjWGGAgGVilcphCZmGcYrDievsxPE4RfqEC+tCnJSQW2UIgLB02KmPKtj6bjjnozcKiACADsAAAAAAAAAAAA=), которому принадлежит ближайший объект обучающей выборки ![x_i](data:image/gif;base64,R0lGODdhEAAQAPMAAP///9XV1crKysDAwLW1tampqW5ublRUVAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQABAAAAQ9EICADEE4yC1pOYgACAi3IRoymGyHtiylweUpUm1IHuMbYwRDBkYsEim+IoJwMQJKISdgUHOqpM9CtYiMAAA7AAAAAAAAAAAA).

**Метод ![k](data:image/gif;base64,R0lGODdhEAANAPMAAP///9XV1crKysDAwLW1tZ6enpKSkm5ubmJiYgAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQAA0AAAQyEEiZ0rxYDpu74B2WCGEGlpMVVEkQfsQIfGFiyCiAJAeJ0h9XiQbYbGq+RAFnmqxOkggAOwAAAAAAAAAAAA==) ближайших соседей**. Для повышения надёжности классификации объект относится к тому классу, которому принадлежит большинство из его *соседей* — ![k](data:image/gif;base64,R0lGODdhEAANAPMAAP///9XV1crKysDAwLW1tZ6enpKSkm5ubmJiYgAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQAA0AAAQyEEiZ0rxYDpu74B2WCGEGlpMVVEkQfsQIfGFiyCiAJAeJ0h9XiQbYbGq+RAFnmqxOkggAOwAAAAAAAAAAAA==) ближайших к нему объектов обучающей выборки ![x_i](data:image/gif;base64,R0lGODdhEAAQAPMAAP///9XV1crKysDAwLW1tampqW5ublRUVAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQABAAAAQ9EICADEE4yC1pOYgACAi3IRoymGyHtiylweUpUm1IHuMbYwRDBkYsEim+IoJwMQJKISdgUHOqpM9CtYiMAAA7AAAAAAAAAAAA). В задачах с двумя классами число соседей берут нечётным, чтобы не возникало ситуаций неоднозначности, когда одинаковое число соседей принадлежат разным классам.

Пусть задана обучающая выборка пар «объект-ответ» ![X^m = \{(x_1,y_1),\dots,(x_m,y_m)\}](data:image/gif;base64,R0lGODdh4AAZAPQAAP///+Xl5eLi4t3d3dXV1crKysDAwLW1tampqZ6enm5ubmJiYlRUVEZGRjg4OCgoKBgYGAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAADgABkAAAX/ICCOZEkSkWIUUVSwrSnPdG3feK7vfO//vEii0XAZFC5ABFhCMZ/QqHR6ixCeSwajAGAZREso6mpyUnPWM82snqZHY2jkC4izosnyu12L8+F7f09+IncmLRFaYRELiCOGXYt0TISAZIJrgWqVmJR7nCQODnQHYSR5SlxKpU8DEQOHqp00kG2os0+QrrAzEaN1mkqnlk8CEQJNwbjEbaDLPX7GyDMLDwyll8sBEQEltc8lt1Tf4D55290zBg4QW+UA0uGyJymlLdk198M25FLiIigU2FOmQ98IUzwMxaPhCA+ihw9N7AonAwUCBkn6mWCBwJRGirYqRriYEWHCkR5N/+4IM3FGAQYQVOLiJDPNnCAFDJj6J0Mmnp5XbsrJuXNeEIAEURxg0GDSM3I+geFDo8rZoUM1s16dYdVcVYI4djolZqDBgnf/ojrTmW+ETqO9sPbUClLkVCCm3uJ9hMQbKl9jzUEcHGtrLy5sWpxlOEKBAhJse/KJmgoYIBUwXjSULMIxk5TzDDCdxI5BYExQjbpgwSASPoQxDtIRqoSRDEOxPy9Srbk1i0tCiBhBwmUn7Nmnc0D620IRGIwYKW/S9A1FhANIgiFc0BqQYsOnVHGHMj5SsuvZs2Vx5wXMiPJIv+P9evedjJbMVkKW2RE8UjKRMRFZVwzRYUde/EnXx7kb+NlXw0Lh9WCSSqCoVIuCYR0EFz8pgeEUhYEEtEILmuVWiCkQOkgDOnrUx9gju7nGWX4f6QAJgYWBocp1YeDGxW/hDFFETsQJkx+LKj54jF36HUSGdQQhVAlYBWWD4z7u/QfGk4hMtd6PQplSSYpJSvQKVxgetJeTM6U5mYFpLIdPg2Um4+JRP7hZ5xSQ4Jaclnv2tGEQjJhYUKDP/LUjKy7p+c6VfyhmKKKTYWkVpEmyQemmdQYSAgA7AAAAAAAAAAAA).

Пусть на множестве объектов задана функция расстояния ![\rho(x,x')](data:image/gif;base64,R0lGODdhOAATAPMAAP///9XV1crKysDAwLW1tampqW5ubmJiYlRUVAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAA4ABMAAAS9EMhJaUg1661T4Nz1gSQplpaHrhQmnWsisLTgSvYK06icjqQcDyVszSqXhArgm1wMBOUy84wqgU1KcZIYAAauG+BSQPi2zkT57EJzK8Vw69MlqeqVbD5/ZErEL1MgO28bYjBCgGOCIYx2FGBHTYpMMxd2lpQZYgYHXmBckgI2CAA2WGGjCaWnJUU2BVJAQkkEBlcUB6WLCba4JVmXGoQcoENps5qVMccTW3pIjhluLITKgUCG2TTEKMLNdtsRADsAAAAAAAAAAAA=). Эта функция должна быть достаточно адекватной *моделью сходства* объектов. Чем больше значение этой функции, тем менее схожими являются два объекта ![x,x'](data:image/gif;base64,R0lGODdhIAAQAPMAAP///9XV1crKysDAwLW1tampqW5ubmJiYlRUVAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAgABAAAARhEMhJq70z4c2n0F1oJYJoSt8UJAaRvAG2tm8SS6S0FkieWrte6fcD2IyDzjGRrOQoq1snOgIeQ1RRbqUscUeCDwLwkb5w4cS4fFklCAYY5TAGuOHyE2UA0mv9IkWAG1d6EQA7AAAAAAAAAAAA).

Для произвольного объекта ![u](data:image/gif;base64,R0lGODdhEAAIAPMAAP///9XV1crKysDAwLW1tampqZKSkm5ubmJiYgAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQAAgAAAQoEEiQUpgUT5FK2p9GCUM4ilMiSIGFSmb5wtOBEKaWDEBpqK9WpZSLAAA7AAAAAAAAAAAA) расположим объекты обучающей выборки ![x_i](data:image/gif;base64,R0lGODdhEAAQAPMAAP///9XV1crKysDAwLW1tampqW5ublRUVAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQABAAAAQ9EICADEE4yC1pOYgACAi3IRoymGyHtiylweUpUm1IHuMbYwRDBkYsEim+IoJwMQJKISdgUHOqpM9CtYiMAAA7AAAAAAAAAAAA) в порядке возрастания расстояний до ![u](data:image/gif;base64,R0lGODdhEAAIAPMAAP///9XV1crKysDAwLW1tampqZKSkm5ubmJiYgAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQAAgAAAQoEEiQUpgUT5FK2p9GCUM4ilMiSIGFSmb5wtOBEKaWDEBpqK9WpZSLAAA7AAAAAAAAAAAA):

![\rho(u,x_{1; u}) \leq  \rho(u,x_{2; u}) \leq \cdots \leq \rho(u,x_{m; u}),](data:image/gif;base64,R0lGODdhKAEYAPMAAP///9XV1crKysDAwLW1tampqZ6enpKSkm5ubmJiYlRUVEZGRgAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAoARgAAAT/EMhJaWA16837ZIEnjtdonhqIrmw7lW5squ4Vyrhk593O476fEBUc8oonpJFIEwkwyeaSpdw8p5Rr9IbNVT0MQbel7TylovCYDDUz0MMzd6Re58qmr32jP4uZc3sifW9/U34reoIkcG6LJ3UViCx4j2CGWYVdkyuVliiRGRdvN5GkFG2iDAgEb41sFaOYPa6lhqcfHBestUKVsl3AjLimUqmxq624WJ4fAwADUG1PBdPHLwwFCmrNLsfZoM/REtbVE90X2tzXMt8Fa+CQ4tLn2dZ82dti3ULsAGX0yAkYJ3CDCgbPlhwT5gEguQ8D24RCFQIhloWasDB09BCAxIgQ/w1WTLjHn6mOIQEoUhSDHSeDt1AWVPlKR00cLjOiYvcmRc6JGU56rFBn5U0j7Hxo+TaBoK5GTlv4+6cT2Y2lRJtOtRmI5jIWU1/2DMozbFULNLCi0upBya4Bfs5IhDLqBoy1GaL9qcNUAoIErTqoufsmQbuGXyXondkXwN/AHAZLfPak6wzER2XIyct3b1a/gLdK/mBgwYIwAxComUuOAGSg7P7OS0lu3gG+0gQ8UUA10FbEIzzJhvYRlW3cAnf3ziWBH0fgY4QnmD2zNvHbe3Mrr5xLgYJ9FocG9SgGyVIo1Ho1TzUK4VgACXh7JaAazm/Bs06kX4anfbQ28dnEAP99X6VyXwr5fcLBfk3058p/EwQ4X31dhbcDP1AshsofEt5l1QhRpbGTgHaxlxk++FjGGSXS0IWLhywpiE2KIB64Xj3WGQQaJj4QhGGCKYAyokeu5ZZJDD9etgJyRL6GiXMyHgmTknTcstdrBl6XCh5G0ggdlVlJxoUSrpTpClFA0qSilPrxRJ6a2FRoZpn9zHnmhk+tiSOYbfggITlvQMjVnr+xdCJzOhL3R4yCtXXUoTalmWFRkMpY6KN6thCiBkVA6iEPou1ITqZH2JjHQYn+tRepUTLxCZQesfqIgVlGc1urOFDT0XtD2WoqrsCCIWuwgCYw1p8eBcorsZAYeycnsg8uy+y01I6xabVCXIvtttwuAWu3nfwK7rjkRjZsuYKdi+66IkQAADsAAAAAAAAAAAA=)

где через ![x_{i; u}](data:image/gif;base64,R0lGODdhIAATAPMAAP///9XV1crKysDAwLW1tampqZKSkm5ubmJiYlRUVAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAgABMAAARrEMigDlE4yM2731SRKAIgKF+aKpoyqDBMaXHdzSpqeyRA7TnBKWFiAVMUBeGQOTqfziQNM2n6dDXlRUIFaHU9GyrMGZdwuwGWJ1GXdq6c5IB4iwvgNUptWMeSEghEGxguXU9qUDEnijBGMBEAOwAAAAAAAAAAAA==) обозначается тот объект обучающей выборки, который является ![i](data:image/gif;base64,R0lGODdhCAANAPIAAP///9XV1crKysDAwKmpqQAAAAAAAAAAACH5BAEAAAAALAAAAAAIAA0AAAMbCKq1/jDKVUpwopBGxeBOITwZVAwltY1LUC0JADsAAAAAAAAAAAA=)-м соседом объекта ![u](data:image/gif;base64,R0lGODdhEAAIAPMAAP///9XV1crKysDAwLW1tampqZKSkm5ubmJiYgAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQAAgAAAQoEEiQUpgUT5FK2p9GCUM4ilMiSIGFSmb5wtOBEKaWDEBpqK9WpZSLAAA7AAAAAAAAAAAA). Аналогичное обозначение введём и для ответа на ![i](data:image/gif;base64,R0lGODdhCAANAPIAAP///9XV1crKysDAwKmpqQAAAAAAAAAAACH5BAEAAAAALAAAAAAIAA0AAAMbCKq1/jDKVUpwopBGxeBOITwZVAwltY1LUC0JADsAAAAAAAAAAAA=)-м соседе: ![y_{i; u}](data:image/gif;base64,R0lGODdhIAATAPMAAP///9XV1crKysDAwLW1tampqZKSkm5ubmJiYlRUVAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAgABMAAARzEAClgpTq6s23UEUmfV1ZKsIgToLpcqgUVG+NXWqrrfa1HodeTTHAFIWuGQWB7IWatZnlopxSZJTpzNf6TH0Egug6CY91ACVtk4mxWem1TWUS5YTEuuSAQA+fEzwZKgY8L0oSCAk7FCqGQnRQLySSLnImEQA7AAAAAAAAAAAA). Таким образом, произвольный объект ![u](data:image/gif;base64,R0lGODdhEAAIAPMAAP///9XV1crKysDAwLW1tampqZKSkm5ubmJiYgAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQAAgAAAQoEEiQUpgUT5FK2p9GCUM4ilMiSIGFSmb5wtOBEKaWDEBpqK9WpZSLAAA7AAAAAAAAAAAA) порождает свою перенумерацию выборки. В наиболее общем виде алгоритм ближайших соседей есть

![a(u) = \mathrm{arg}\max_{y\in Y} \sum_{i=1}^m \bigl[ x_{i; u}=y \bigr] w(i,u),](data:image/gif;base64,R0lGODdhEAEuAPQAAP///93d3dXV1crKysDAwLW1tampqZ6enpKSkm5ubmJiYlRUVEZGRjg4OCgoKBgYGAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQAS4AAAX/ICCOZGmeaKqubOu+pwAlxABBg33DfO//wKBwSCwaRZADg4EjJHAAyHFKrVqv2CxKulgMADYCUksum8/oKkQMkAnA0rR8Tq+fbSN8lG3v+/+ALlBIX1EFcYGJiotziFEjboySk5SVlpeYfzcQC5uenzedEAqFmaangQoPEA0tBAqsDgolnpi1qLhkAwsPDXwsBF20uY6YMltvuUS7Dl4vNqWPuMUuxzwQyUKRMdjKRAQND87VjtS2PdvSLOk/7Cbu3j6qD7M/5pf3KfDk2T6DKnriAdnV6xeMfJUQnvjnIyC6biv2CXy2oFm0FwonZSQhkd8PhyoYTuwBTtzFFhsZ/6UUAdLfyRIybhwa8e9GP0Qtr226meBQglIDnnASRbPnphw7SXi6OSrOLRTz6h3kZtSmHKs0syKBqM5pKay0uKrLqVTMqwRa4RjAWS4sqKcmCBTrVODJiAQKCARjYKLTFydQ5J4QTKsAnBYEfV17B8GA38ND3n4qYWNtHkRxKmfGPIZlY2qaLysFuJkP5gGEo0RbyaLYGhOvAaSmadr0FsaoUzIbJwj2m9iNctP8Sohwzc6qZxc/PTrFoHSuC7FjzXiTVORKC7Vsmzbmjet5FJB6Ac4B63sdzTznWu4LdOyqt0gXixDRbNcjlFOnZbt5CblI9YMdd3ukRcIA4r2UQv8XCt7GjYD+ZWHfcVpto4cjZKmjX0h3KTCTOsjh9SGIUUi2yTBZcQbbIWIZSGBbjsgQoAvQLCZfG/ttYeIOsN2FlovDETJgDeYgIqKKW5gFAQKDMPSaXExqlyNtNB2AZIQL1UZlgUhYmR8EhgFwiEEn1GjjcDYsAAeE6rEBHIhr2ECDbMwhsVYhPBYI5SAXUuOdXGxxtAmgQQLhXVPJNIWhUEnRBAsSj0YR6aGwJNoUpHmWqcCPZ4oQU11gyeEdeDHegBRYAcU0ggJqejponoOwCkN6rrJ5RZwCBCCADbaageB4PUyZhmVYRtTil+tApFxrDYp2BmjCwnYpppmSgFf/sxzOihWPMSVjzRDuUCdSsSY4RF16tFIhUobcTMbfCCOWOa4+BApSwIc8gokvtitAwWuP2rLJLo7ZDPwgCulSIeNlveLWr5QNJuzZaouNKwUUEiPcKIoB+6bCdA3Ti8wchx5Lb8iQJcBpufOiEEyrNJ3owrJaAaiGzDx8ixHKI8GElc4tw6ZXy7vw5YoCDcgSGZlaXdvz0xjd6xW5KARlMhi89LLjJuGwwvQ1xGYqxZ5Ql91vfOzA8pa8X0chytZrg8ujrDGvUa3ZeDdns4HG8twHzXkH7qDKtPDr2dl+GCy44E4ZlK5cBlgBuD1+L463ddw0+93dkY1i+edmEFsdRFxlRAv66SERWXkapqPuulur5xzq1gC/bjsl+grb+u283xqfPb0Hr8jkKAlvvCYG0c7x8cxfJXqwzUefhqrBKir9DyEAADsAAAAAAAAAAAA=)

где ![w(i,u)](data:image/gif;base64,R0lGODdhMAATAPMAAP///9XV1crKysDAwLW1tampqZKSkm5ubmJiYlRUVAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAwABMAAASkEMhJaw3K6qrC/hvmSRk4iWaKptrKaorwbkI5U+59dvpU95YYjEealIQkIkcJsP0qtULp2SxKojafQqqlZEmCwVFmtcXEwbCZbE0DXEcOWy7JfY114jNLDU7QXhtrYG1NA314EgcIBGaChwoHAwCATWxbSApmk2IGSIg7MTWaIwBUGDYICaEKYoNAORSVH7E3SDApoDe1pncXTLDATaUtwsE9whEAOwAAAAAAAAAAAA==) — заданная *весовая функция*, которая оценивает степень важности ![i](data:image/gif;base64,R0lGODdhCAANAPIAAP///9XV1crKysDAwKmpqQAAAAAAAAAAACH5BAEAAAAALAAAAAAIAA0AAAMbCKq1/jDKVUpwopBGxeBOITwZVAwltY1LUC0JADsAAAAAAAAAAAA=)-го соседа для классификации объекта ![u](data:image/gif;base64,R0lGODdhEAAIAPMAAP///9XV1crKysDAwLW1tampqZKSkm5ubmJiYgAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQAAgAAAQoEEiQUpgUT5FK2p9GCUM4ilMiSIGFSmb5wtOBEKaWDEBpqK9WpZSLAAA7AAAAAAAAAAAA). Естественно полагать, что эта функция неотрицательна и не возрастает по ![i](data:image/gif;base64,R0lGODdhCAANAPIAAP///9XV1crKysDAwKmpqQAAAAAAAAAAACH5BAEAAAAALAAAAAAIAA0AAAMbCKq1/jDKVUpwopBGxeBOITwZVAwltY1LUC0JADsAAAAAAAAAAAA=).

По-разному задавая весовую функцию, можно получать различные варианты метода ближайших соседей.

* ![w(i,u) = [i=1]](data:image/gif;base64,R0lGODdhaAATAPMAAP///+Xl5eLi4t3d3dXV1crKysDAwLW1tampqZKSkm5ubmJiYlRUVAAAAAAAAAAAACH5BAEAAAAALAAAAABoABMAAAT/EMhJqyTN6trI/lsjZmAJjqR5dVNaYp56aq5s1iBsV/pu4b6NwYWxNQpBSgG4YyZbjQVl4OSxnoDes4oFuKiyZVdy7HKxxIwo5m2RkeQrR96WiNGU9ZisPDYQJHd1KUuAFoWELjUojCMcE4g/jYw0cwVDb251Xpc4R5iZmlstnXubfJxZciSLcD9wWqdBraaLqD13LoI/E6CiSbpnMl+spKGKBruiCgsHKYuTKI8tydDRIpUTAqzVCgYAvmVkgHDYZN9DCeLKPorkey4BJBhHS3p2KfQTCwwT9A1DnrkCRkGfmSjm5MmIRcHXB4btTJnYZmTgNBDsIkoEAWYhHUhcHCBq3PhBmL+PXthoEDmSZDYbRdqpROPIZRwREQAAOwAAAAAAAAAAAA==) — простейший метод ближайшего соседа;
* ![w(i,u) = [i\leq k]](data:image/gif;base64,R0lGODdhcAATAPMAAP///9XV1crKysDAwLW1tampqZ6enpKSkm5ubmJiYlRUVAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAABwABMAAAT/EMhJaw3L6rrC/tsiZmBpjqS5YZ6UlqxavhMt17Z7W/E+9T5KTiYYGoM1AXJSXNaQxY6mqRmagEhs0LqJKkNfCxdEdQIWYeSY4p19cqLW+XkOx6tSOqCsFuYpGGgqGYF/NkUFJGUkKYiHC4lMLzQolSMckpEcBUQLBIKLYgIDjHY6LqM2aKRJQmYpqzaBaSEHgmJgAECMHLStun9zTpS+Em0fCQsIxUfALVQvfJgSrK7DbGPHFU1FcnrTdainLgPS4wgJn99nlpXgZ+XZd9jUC9XjHPEIAwD3t2eJvoiowY+UrS/mdkwKqELarQUG/gnjIUJAlD9lAk1IoODHCFKwPordeKFxSYqS625omXDvw0qFZrYMEznxQ0KYMXFmCSYJBk+ZJ9oN1LnTmwujF34CzSljjc8tSNVcYhpiKoAIADsAAAAAAAAAAAA=) — метод ![k](data:image/gif;base64,R0lGODdhEAANAPMAAP///9XV1crKysDAwLW1tZ6enpKSkm5ubmJiYgAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQAA0AAAQyEEiZ0rxYDpu74B2WCGEGlpMVVEkQfsQIfGFiyCiAJAeJ0h9XiQbYbGq+RAFnmqxOkggAOwAAAAAAAAAAAA==) ближайших соседей;
* ![w(i,u) = [i\leq k] q^i](data:image/gif;base64,R0lGODdhgAAVAPMAAP///9XV1crKysDAwLW1tampqZ6enpKSkm5ubmJiYlRUVAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAACAABUAAAT/EMhJq7046827/9MCjmRpnmgZiOMSpNIiszA207W2vrG3w7gQSmbLbX4qVyoIEjB7l6cxJEA5lyWn0nKNHmW8ZFg8HGmrNrRFGiIQ2JzuUF2CV84btl20oFPAQlB9IVsVgIEAcnV/hRMrgxwij4U0k28TA1JOBSxyLDSbTKETikE3pzOGpAucawUeTm9VniEDAAMJCLVpmTFqn1S9hgLCAJBQJjR9xY4yflEHx38SXU62Ma1pAEjGyL7a2412ecMYeBkJCwjP3cZo3I8ZLEhdOIqqEsztyRT3XM4XrjgZIwiTNHLf3HlbMMDfPgQJLnkzhuoUvhgN7Wgh2CUTM2ASehDo+sDQCQJbxY6xgkQE460F0dA4JPmHE7t/5YwZkPbpGkMQjwRoKSQnnoQECprJyKTspgccRhdJiAplUoIp4Qga5MBNKlZ5a74enLZhJs2vYPuNI9F11RetLTpUTAXCHiu0bY3Bbba3Ltq0MdKtZTv4T9+6dP/eKBEBADsAAAAAAAAAAAA=) — метод ![k](data:image/gif;base64,R0lGODdhEAANAPMAAP///9XV1crKysDAwLW1tZ6enpKSkm5ubmJiYgAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQAA0AAAQyEEiZ0rxYDpu74B2WCGEGlpMVVEkQfsQIfGFiyCiAJAeJ0h9XiQbYbGq+RAFnmqxOkggAOwAAAAAAAAAAAA==) экспоненциально взвешенных ближайших соседей, где предполагается ![q < 1](data:image/gif;base64,R0lGODdhIAAQAPMAAP///9XV1crKysDAwLW1tampqW5ubmJiYgAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAgABAAAARgEMhJq6UD3c0rQkcnUoI2mSNXIgGFWsGHEK+0ClbtDsBwGKQP7qKzmUo8QAwx3BQBTEmsBS2MnqjMcNkkOicGYDDqJSYRycott1mCOivq5/DpPIOpSSnPL1n5KSB1gBYRADsAAAAAAAAAAAA=);
* ![w(i,u) = K\biggl(\frac{\rho(u,x_{i; u})}{h}\biggr)](data:image/gif;base64,R0lGODdhoAAsAPMAAP///9XV1crKysDAwLW1tampqZKSkm5ubmJiYlRUVEZGRjg4OCgoKBgYGAAAAAAAACH5BAEAAAAALAAAAACgACwAAAT/EMhJq7046807D44nck4wnmiqauBXripoSi9s37ZMCjgqhBJdb0jUOHibX3F0nCiX0OJz04xypoCqdav6ISugGhAQnrUuDgciPU61vdz46XC4gAQD4NhBIOi/FEp6MG0AdHKIHHkDaEiDNFk8QhUvhSqFi4maFwgJdmKQFEB5gBaWoR6WCQibrROrF6QAT4VABwillDiWna6tmRa3Az8zWlkAeQZ6fz8JBaciWBLAvoi9Fj/PNbNtbHlA12EEB9tuuQCw1YhpnxjGsdAUk0BTY9IT7Opy+RX3QeXY4uF7ZopVqEmUBOobko7SjHYZAF6AY8oRjYcWri20Qq2VA0Zg/0Ap+njiDBOMiTS6augkxA+DHFi6eKhwAsJ1Nbfw25PGT6qc/1CKuLkiTYIE+dSwoQF0H6Gm7074W7EgAUgABEU1jbPVFFCiI8CmQKAApAByKPkt7JrQw1Qm59wAAXEgl9qNRUOkoYmPxpe9aMrZY+tuATKSgfHeSJON3h5UjQNm5SYqIZvLS2MtaKDAgVV30DCLHk26tOnTd/ExzuO37zG/rCnh2QOIcEYGC1gpgNlW8dPW81C1bhS08mLDNBZc1er792shtALFGxPbtQ1+CBjwVq1zzb5HkYZ3G3ZqzC2fwrOcjrV7woAF5W2LQMwlKfkDjKprcfDM0Z78DiiDxLdbHgyQAHITLIAgBSpBId8J6YQhwA+ASTBFGBNoFMZHO8X101FJgYgJfQ7K0RELEk1Tk1hWyESEgZlF0SAVHtZEYBSpDSHMazhuBdaNLFqRIw4/gPQgCV0RlaJNS3IxYw863GiDiy6g0CQXJ/ZAy3JFZNlcD1Qu5gh6Szz5JQ5mXsekUGBud2YPXr5ZQZxywnBInRnciecQFO0pnYd+piDll1EFeh2gXw5qaFhX+hbkoimYhKdEEQAAOwAAAAAAAAAAAA==) — метод парзеновского окна фиксированной ширины ![h](data:image/gif;base64,R0lGODdhEAANAPMAAP///9XV1crKysDAwKmpqW5ubmJiYlRUVAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQAA0AAAQxEEiJ0LxYDpu74B2GCGEGlhNCVGc2HCPQYoVByuU3pGWABJJPDoQYCE032Sp5OflaEQA7AAAAAAAAAAAA);
* ![w(i,u) = K\biggl(\frac{\rho(u,x_{i; u})}{\rho(u,x_{k+1; u})}\biggr)](data:image/gif;base64,R0lGODdhuAAvAPMAAP///9XV1crKysDAwLW1tampqZKSkm5ubmJiYlRUVEZGRjg4OCgoKBgYGAAAAAAAACH5BAEAAAAALAAAAAC4AC8AAAT/EMhJq704682714HzjZoTkGiqrmnIhieLwp0p3zhOr46QkwIRZ/crGku+VfD46XWWzCgTyktKNdSN88qVBa2ekA0gBIhjrovDgViXU2/stksnHQ6kkGAgLDsIBH1gE0t9LHEad3WLHnwDJFuGEiJORBQ2iHAfjoydGQgJeWOSE0J8gxWZZCOqGAkInrEVrySnAFBxQgcIqJc4rRegssOcI7sDQTFzq3wGfYJBCQXAHFkcxcOdwiNB02O3b258QttiBAffcL0atNmda6IYyxd8Q99CVGXWNdTuR/DcVFmysM+Cg2kGYU2SMJCfP0btmsS4kEbexAxf1CTpc/HDtodd/7CBnPSowo5+G0TGg9SxzseREiISEhFEIQuZI4igNJOuDkCYk/yUWhPoxs+cPT80VLEmQQKAbNwEBSovytEm6zwUXLEgQUkACC/tdDcWUlmGSZG2VIFAQUkB6DpepbqQydxqZzXmABjiAKq7dK3muldqkpU1axH7krAVhYMFAFQODezzTTd8QlcxPojo8szFQ92IlkpvQQMFDrzKUzW6tevXsGPLnh179aU9ggprJoPbYG/DoFkgYLAAlgKbqfJShoOoEuHdwPXyvKjcIORJC76KXd5lrpAduCg0LlMvOI8yw5FPnlH93dr1oCNtvIQsU5ldReuGhk3v+IQBC9iX1/9SVBFIRnP1HfBIebyVMs1GfizogDNJNNZIAtdNsECGFLzkwTzLNYYTTz0EodhmE4gxwUdiODBOKVnx4xRUM8YhmRzc+UaPi+y9x2AGBkYxIhI5VlCQh1hl0I+FgoFwYhlnoLVaG4BdIaAKSzEZZJMY6FGeH4DkRhAl+i1yJZZJpZWimlwgCWNdQjmX2AntGXXBkErlxSYXN55Upma2KGlQnU1YcGORKwxpS3iL7RKjfbXoaYGbiK7g5jHJRLdQM88YFk1YuqkxqHp4WYBnpSmodNk3WYgDUDlExSVeK6xBMsihqKagCAUVpRJjZCi5aKJBVemWz2cV7JorDhkha0FjkExOMk1+5oV6iU3f9dTsssyG8x5PJXxLgVNgiIYaaX++qVmav3JrKyMCOCWoqM+OghGh7pq0pxGcgVptuuCAQypa4ubLnpkk0isWlfq5QW0qBRtscLASV8wIvhZnzAHGAEQAADsAAAAAAAAAAAA=) — метод парзеновского окна переменной ширины;
* ![w(i,u) = K\biggl(\frac{\rho(u,x_{i; u})}{h(x_{i; u})}\biggr)](data:image/gif;base64,R0lGODdhoAAvAPMAAP///9XV1crKysDAwLW1tampqZKSkm5ubmJiYlRUVEZGRjg4OCgoKBgYGAAAAAAAACH5BAEAAAAALAAAAACgAC8AAAT/EMhJq7046807D44nck4wnmiqauBXripoSi9s37ZMCjgqhBJdb0jUOHibX3F0nCiX0OJz04xypoCqdav6ISugGhAQnrUuDgciPU61vdz46XC4gAQD4NhBIOi/FEp6MG0AdHKIHHkDaEiDNFk8QhUvhSqFi4maFwgJdmKQFEB5gBaWoR6WCQibrROrF6QAT4VABwillDiWna6tmRa3Az8zWlkAeQZ6fz8JBaciWBLAvoi9Fj/PNbNtbHlA12EEB9tuuQCw1YhpnxjGsdAUk0BTY9IT7Opy+RX3QeXY4uF7ZopVqEmUBOobko7SjHYZAF6AY8oRjYcWri20Qq2VA0Zg/0Ap+njiDBOMiTS6augkxA+DHFi6eKhwAsJ1Nbfw25PGT6qc/1CKuLkiTYIE+dSwoQF0H6Gm7074W7EgAUgABEU1jbPVFFCiI8CmQKAApAByKPkt7JrQw1Qm59wAAXEgl9qNRUOkoYmPxpe9aMrZY+tuATKSgfHeSJON3h5UjQNm5SYqIZvLS2MtaKDAgVV30DCLHk26tOnTd/ExzuO37zG/rCnh2QOIcEYGC1gpgNlW8dPW81C1bhS08mLDNBZc1er792shtALFGxPbtQ1+CBjwVo3DZA+JRh5FGt5t2Kkxt3wKz3I61u4JAxach7rGgtgV973SMH+AUXUtDjzjyP8e/jmgDBJveTBAAshNsECDFKhEwnLDSdFUOmEI8ANgEkwRxgQahfHRTnH9dFRSJ2KCWAeWJHhdiRR0xAJ4h820iUxGVGSFixJISEWJNfG4RGoYLJjZawmtQaQIOS2JAVgu5heFkxUIg2SLeq13QpNdEUVjca34OBFijzmEJCEd4OgCCl9yIeMnJtQTkTtMjERhcwxtN+Z+1pmyCwdi4olDoKI4op4xRzQzWQo8qinoDW/qAiYW4qBFCIyH3fkoDodcgimYr8nZYU2dbmrhp0+2ScOiNMA0l6oUmWohfkFGNd5rqt4q65CoEnKnEE0JuWsKUtqAoxIveVDssDHY9pMVdWyoR4JQzFZrnLXYEuFsttxKSkQEADsAAAAAAAAAAAA=) — метод потенциальных функций, в котором ширина окна ![h(x_i)](data:image/gif;base64,R0lGODdhMAAWAPMAAP///9XV1crKysDAwLW1tampqW5ubmJiYlRUVAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAwABYAAASlEMhJqwzJap3Cpkm2Yd5nkqYkWmh6dqawVongurJZa+399ZYZJedL7TaJQmh2rGAMhGXpQ7QMEDsmL4m1VT/CieFgA2iDnsSgaNbI1irQD1YMA1pf+4XOCbpXakR6KjYYN3ZNSUdNhDIIADJTVIgUGCtfdyEEBiGSYGVsQGyVfGyMLpaSmEWiOgRRE62spTpmZbKhg1aAnqO+ZnC/wjRKw8Z7ugARADsAAAAAAAAAAAA=) зависит не от классифицируемого объекта, а от обучающего объекта ![x_i](data:image/gif;base64,R0lGODdhEAAQAPMAAP///9XV1crKysDAwLW1tampqW5ublRUVAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAAQABAAAAQ9EICADEE4yC1pOYgACAi3IRoymGyHtiylweUpUm1IHuMbYwRDBkYsEim+IoJwMQJKISdgUHOqpM9CtYiMAAA7AAAAAAAAAAAA).

Здесь ![K(r)](data:image/gif;base64,R0lGODdhKAATAPMAAP///9XV1crKysDAwLW1tampqZKSkm5ubmJiYlRUVEZGRjg4OCgoKBgYGAAAAAAAACH5BAEAAAAALAAAAAAoABMAAASqEMhJq5XBWReu/1XWhRwoOU6SoCeCaoDoySawJMNUwJMjgALeB6HIAQSH0oQ2U35YMcfhRwnWfCbHAjBwGCvYk/c1sn4Gi4Yi9aXwggbvkSe0IBgLBECh3/QICAcXdWBbJwttJ2CJik88d31uFEySHgN8E2iEQmZ+FwMJhhMLoj1UAGEVnW4pKzCtUBKdhCenNR+UFrm3g7YWq7xNI7pOwbjFGMjGTRvDFBEAOwAAAAAAAAAAAA==) — заданная неотрицательная монотонно невозрастающая функция на ![[0,+\infty)](data:image/gif;base64,R0lGODdhOAATAPMAAP///9XV1crKysDAwLW1tWJiYlRUVEZGRgAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAEAAAAALAAAAAA4ABMAAASxEABEkbw46803CpzVjWQpBZ+HoRRovh3qYiKACoCQkjWs6ZoaAicB8nwcWUa4LPWQNOKFSXMmK7Mc9mKceqtHzU0LYuF0syf1O3pKhhcUATHAdNXsd7BCOfBFTwIGBkF5E4ZuhYoYg1J6j2xwRYlNQY4DCHMzd5U2cGhvlIljOimkO12Qni0XBYQqGyySJ1tvjockmCFQYjuGu7C8XG6UdsXCcb6/QVnIvc2hFM7CyhIRADsAAAAAAAAAAAA=), ядро сглаживания.

# Задание

1. На языке Python программно реализовать два метрических алгоритма классификации: Naive Bayes и K Nearest Neighbours
2. Сравнить работу реализованных алгоритмов с библиотечными из scikit-learn
3. Для тренировки, теста и валидации использовать один из предложенных датасетов (либо найти самостоятельно и внести в таблицу)
4. Сформировать краткий отчет (постановка задачи, реализация, эксперимент с данными, полученные характеристики, вывод

# Пример выполнения работы

#### **1. Постановка задачи**

1. На языке Python программно реализовать два метрических алгоритма классификации: Naive Bayes и K Nearest Neighbours
2. Сравнить работу реализованных алгоритмов с библиотечными из scikit-learn
3. Для тренировки, теста и валидации использовать один из предложенных датасетов (либо найти самостоятельно и внести в таблицу)
4. Сформировать краткий отчет (постановка задачи, реализация, эксперимент с данными, полученные характеристики, вывод

#### **2. Исходные данные**

Датасет: <http://archive.ics.uci.edu/ml/datasets/Zoo>

Предметная область: обитатели зоопарка

Задача: определить, к какому из 7ми типов относится каждое животное

Количество записей: 101

Количество атрибутов: 17

Атрибуты:

1. Название животного (строка, уникальный для каждого экземпляра)
2. Наличие волос (логический тип)
3. Наличие перьев (логический тип)
4. Яйца (логический тип)
5. Млекопитающий (логический тип)
6. Умеет летать (логический тип)
7. Водный (логический тип)
8. Хищник (логический тип)
9. Наличие зубов (логический тип)
10. Наличие позвоночника (логический тип)
11. Дышит воздухом (логический тип)
12. Ядовитость (логический тип)
13. Наличие плавников (логический тип)
14. Количество ног (набор целочисленных значений: {0,2,4,5,6,8})
15. Наличие хвоста (логический тип)
16. Является домашним (логический тип)
17. Catsize (логический тип)
18. Тип (целочисленные значения в диапазоне [1,7])

#### **3. Ход работы**

1. Реализация алгоритма Naive Bayes.

import math

import numpy as np

import pandas as pd

from sklearn.model\_selection import train\_test\_split

from sklearn.naive\_bayes import GaussianNB

# загрузка датасета

def load\_data(filename):

return pd.read\_csv(filename, header=None).values

# разделение датасета на тестовую и обучающую выборку

def split\_dataset(test\_size):

dataset = load\_data('zoo.data.csv')

animal\_attr = dataset[:, 1:-1] # список атрибутов (признаков) для каждого животного

animal\_class = dataset[:, -1] # классы животных

animal\_class = animal\_class.astype(np.int64, copy=False)

data\_train, data\_test, class\_train, class\_test = train\_test\_split(animal\_attr, animal\_class, test\_size=test\_size,

random\_state=55)

return data\_train, class\_train, data\_test, class\_test

# Разделяет обучающую выборку по классам таким образом, чтобы можно было получить все элементы,

# принадлежащие определенному классу.

def separate\_by\_class(data\_train, class\_train):

classes\_dict = {}

for i in range(len(data\_train)):

classes\_dict.setdefault(class\_train[i], []).append(data\_train[i])

return classes\_dict

# инструменты для обобщения данных

def mean(numbers): # Среднее значение

return sum(numbers) / float(len(numbers))

def stand\_dev(numbers): # вычисление дисперсии

var = sum([pow(x - mean(numbers), 2) for x in numbers]) / float(len(numbers) - 1)

return math.sqrt(var)

def summarize(data\_train): # обобщение данных

# Среднее значение и среднеквадратичное отклонение для каждого атрибута

summaries = [(mean(att\_numbers), stand\_dev(att\_numbers)) for att\_numbers in zip(\*data\_train)]

return summaries

# Обучение классификатора

def summarize\_by\_class(data\_train, class\_train):

# Разделяет обучающую выборку по классам таким образом, чтобы можно было получить все элементы,

# принадлежащие определенному классу.

classes\_dict = separate\_by\_class(data\_train, class\_train)

summaries = {}

for class\_name, instances in classes\_dict.items():

# Среднее значение и среднеквадратичное отклонение атрибутов для каждого класса входных данных

summaries[class\_name] = summarize(instances)

return summaries

# вычисление апостериорной вероятности принадлежности объекта к определенному классу

def calc\_probability(x, mean, stdev):

if stdev == 0:

stdev += 0.000001 # добавляем эпсилон, если дисперсия равна 0

exponent = math.exp(-(math.pow(x - mean, 2) / (2 \* math.pow(stdev, 2))))

return (1 / (math.sqrt(2 \* math.pi) \* stdev)) \* exponent

# вычисление вероятности принадлежности объекта к каждому из классов

def calc\_class\_probabilities(summaries, instance\_attr):

probabilities = {}

for class\_name, class\_summaries in summaries.items():

probabilities[class\_name] = 1.0

for i in range(len(class\_summaries)):

mean, stdev = class\_summaries[i]

x = float(instance\_attr[i])

probabilities[class\_name] \*= calc\_probability(x, mean, stdev)

return probabilities

# классификация одного объекта

def predict\_one(summaries, instance\_attr):

# вычисление вероятности принадлежности объекта к каждому из классов

probabilities = calc\_class\_probabilities(summaries, instance\_attr)

best\_class, max\_prob = None, -1

for class\_name, probability in probabilities.items():

if best\_class is None or probability > max\_prob:

max\_prob = probability

best\_class = class\_name

return best\_class

# классификация тестовой выборки

def predict(summaries, data\_test):

predictions = []

for i in range(len(data\_test)):

result = predict\_one(summaries, data\_test[i])

predictions.append(result)

return predictions

# сравнение результатов классификации с реальными, вычисление точности классификации

def calc\_accuracy(summaries, data\_test, class\_test):

correct\_answ = 0

# классификация тестовой выборки

predictions = predict(summaries, data\_test)

for i in range(len(data\_test)):

if class\_test[i] == predictions[i]:

correct\_answ += 1

return correct\_answ / float(len(data\_test))

Сравнение работы реализованного алгоритма с библиотечным:

def main():

data\_train, class\_train, data\_test, class\_test = split\_dataset(0.3)

summaries = summarize\_by\_class(data\_train, class\_train)

accuracy = calc\_accuracy(summaries, data\_test, class\_test)

print('myNBClass ', 'Accuracy: ', accuracy)

clf = GaussianNB()

clf.fit(data\_train, class\_train)

print('sklNBClass ', 'Accuracy: ', clf.score(data\_test, class\_test))

main()

myNBClass Accuracy: 0.9354838709677419

sklNBClass Accuracy: 0.967741935484

1. Реализация алгоритма K Nearest Neighbours

from \_\_future\_\_ import division

import pandas as pd

import numpy as np

import operator

from sklearn.model\_selection import train\_test\_split

from math import sqrt

from collections import Counter

from sklearn.neighbors import KNeighborsClassifier

# загрузка датасета

def load\_data():

dataset = pd.read\_csv('zoo.data.csv', header=None).values

animal\_attr = dataset[:, 1:-1] # список атрибутов (признаков) для каждого животного

animal\_class = dataset[:, -1] # классы животных

animal\_class = animal\_class.astype(np.int64, copy=False)

return train\_test\_split(animal\_attr, animal\_class, test\_size=0.35)

# евклидово расстояние от объекта №1 до объекта №2

def euclidean\_distance(instance1, instance2):

squares = [(i - j) \*\* 2 for i, j in zip(instance1, instance2)]

return sqrt(sum(squares))

# рассчет расстояний до всех объектов в датасете

def get\_neighbours(instance, data\_train, class\_train, k):

distances = []

for i in data\_train:

distances.append(euclidean\_distance(instance, i))

distances = tuple(zip(distances, class\_train))

# cортировка расстояний по возрастанию

# k ближайших соседей

return sorted(distances, key=operator.itemgetter(0))[:k]

# определение самого распространенного класса среди соседей

def get\_response(neigbours):

return Counter(neigbours).most\_common()[0][0][1]

# классификация тестовой выборки

def get\_predictions(data\_train, class\_train, data\_test, k):

predictions = []

for i in data\_test:

neigbours = get\_neighbours(i, data\_train, class\_train, k)

response = get\_response(neigbours)

predictions.append(response)

return predictions

# измерение точности

def get\_accuracy(data\_train, class\_train, data\_test, class\_test, k):

predictions = get\_predictions(data\_train, class\_train, data\_test, k)

mean = [i == j for i, j in zip(class\_test, predictions)]

return sum(mean) / len(mean)

Сравнение работы реализованного алгоритма с библиотечным:

def main():

data\_train, data\_test, class\_train, class\_test = load\_data()

print('myKNClass', 'Accuracy: ', get\_accuracy(data\_train, class\_train, data\_test, class\_test, 15))

clf = KNeighborsClassifier(n\_neighbors=15)

clf.fit(data\_train, class\_train)

print('sklKNClass', 'Accuracy: ', clf.score(data\_test, class\_test))

main()

myKNClass Accuracy: 0.75

sklKNClass Accuracy: 0.75